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Abstract

This work is concerned with the quasineutral limit of the Vlasov-Poisson system in two
and three dimensions. We justify the formal limit for very small but rough perturbations of
analytic initial data, generalizing the results of [12] to higher dimension.
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1 Introduction

In a non relativistic setting the dynamics of electrons in a plasma with heavy ions uniformly
distributed in space is described by the Vlasov-Poisson system. Throughout this paper, we will
focus on the 2 and 3 dimensional periodic (in space) case. We introduce the distribution function
of the electrons f(t,z,v), for t € R, (z,v) € T? x R? where T? is the d-dimensional torus and
d = 2,3. As usual, f(t,z,v)dzdv can be interpreted as the probability of finding particles with
position and velocity close to the point (z,v) in the phase space at time t. We also define the
electric potential U(t,x) and the associated electric field E(¢,x).

We introduce the positive parameter € defined as the ratio of the Debye length of the plasma
to the size of the domain. The Debye length can be interpreted as the typical length below
which charge separation occurs; it plays an important role in plasma physics. For a more
detailed discussion on this subject we refer to the introduction of [10]. Adding a subscript in
order to emphasize on the dependance on €, we end up with the rescaled Vlasov-Poisson system:

Ofe +v-Vafe+ E: -V fe =0,
E. = _VZ‘U&‘;
—2AU: = [ga fodv — [paypa fo dvdz,
fe’t:O = fO,e >0, f’]l"ide fO,a dxdv =1,

(1.1)

and the energy of this system is

1
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S) =y [ fbPdudzt S [ 90P s, (1.2)
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In this paper we study the behavior of solutions to the system (1.1) as € goes to 0. We will
refer to this limit as the quasineutral limit. Let us notice that the Debye length is almost always
very small compared to the typical observation length, so the quasineutral limit is relevant from
the physical point of view and widely used in plasma physics.

Let us observe that, if f. — f and U. — U in some sense as ¢ — 0, the formal limit of our
system is

Of+v-Vof+E-V,f=0,
E=-V,U,
fRd fdv=1,
fli=o = fo >0, [payga fodzdv =1,

and the total energy of the system reduces to the kinetic part of (1.2)

1

E(f(1)) :=2/Td Rdf|v|2dvdx.

(1.3)

In this system, the force F is a Lagrange multiplier, or a pressure, associated to the constraint
Jga fdv=1.

The justification of the quasineutral limit from the rescaled Vlasov-Poisson system (1.1) to
(1.3) is subtle and has a long history. Up to now, this limit is known to be true only in few cases
and we refer to [3, 7, 8, 4, 15, 11, 12| for a deeper understanding of this problem.

One of the first mathematical works on the quasineutral limit of the Vlasov-Poisson system
was performed by Grenier in [8]. He introduces an interpretation of the plasma as a superposition
of a -possibly uncountable- collection of fluids and he shows that the quasineutral limit holds
when the sequence of initial data fo. enjoys uniform analytic regularity with respect to the
space variable. This convergence result has been improved by Brenier [4], who gives a rigorous
justification of the quasineutral limit in the so called “cold electron” case, i.e. when the initial
distribution fy. converges to a monokinetic profile

f0($7 ’U) - PO($)5U:vo(x)

where d,, denotes the Dirac measure in velocity. For further insight on this direction see also
[4, 15, 6].

A different approach, more focused on the question of stability, or eventually instability,
around homogeneous equilibria in the quasineutral limit is developed in [11]. They show that
the limit is true for homogeneous profiles that satisfy some monotonicity condition, together
with a symmetry condition, i.e. when the initial distribution fo. converges to an homogeneous
initial condition p(v) which is symmetric with respect to some 7 € R and which is first increasing
then decreasing.

In our previous work [12], we consider the quasineutral limit of the one-dimensional Vlasov-
Poisson equation for ions with massless thermalized electrons (considering that electrons move
very fast and quasi-instantaneously reach their local thermodynamic equilibrium), and we prove
that the limit holds for very small but rough perturbations of analytic data. In this context, small
means small in the Wasserstein distance W7, which implies that highly oscillatory perturbations
are for instance allowed. Our aim is to show that an analogue of this result holds in higher
dimension.

Let us introduce the notions of p-Wasserstein distance and weak convergence in the p-
Wasserstein space P,(M) (see for instance [19]).



Definition 1.1 (Wasserstein distance). Let (M, d) be a Polish space and let us denote with
Pp(M) the collection of all probability measures . on M with finite p moment: for some xg € M,

/ d(x,2z0)P du(x) < 4o0.
M

Then the p-Wasserstein distance between two probability measures p and v in Pp(M) is defined
as
1/p
WP(N? V) = ( inf / d([L‘,y)p d’}/(q"?y)> )
YEL (1) J Mx M

where I'(u, v) denotes the collection of all measures on M x M with marginals p and v on the
first and second factors respectively.

Definition 1.2 (Weak convergence in P,(M)). Let (M,d) be a Polish space, and p € [1,00).
Let (puk)ren be a sequence of probability measures in Pp(M) and let p be another measure in
P(M). Then p, converges weakly in Pp(M) to p if any one of the following equivalent properties
is satisfied for some (and then any) xo € M:

1. — poand [ d(z,z0)Pd p(z) = [ d(z, z0)Pd p(z);

2. = 1 and imsup [ d(x, 20)d py(x) < [ d(x, 20)?d p(a);

k—o0

3. pp — p and lim limsup fd(x,aco)ZR d(x, 20)Pd iy (z) = 0;

R—00 koo

4. For all continuous functions ¢ with |p(x)| < C(1 4+ d(z,x0)P), C € R, one has
[e@ina) - [o@int)

In our case the Wasserstein space Pa(M) is the space of probability measures which have a
finite moment of order 2 and it will always be equipped with the quadratic Wasserstein distance
Wa.

Remark 1.3. e By Holder’s inequality we have that
p<qg=W, <W,

In particular, the Wasserstein distance W1, is the weakest of all and results in Wa distance
are usually stronger than results in W1 distance.

o Let (M,d) be a Polish space, and p € [1,00); then the Wasserstein distance W, metrizes
the weak convergence in Pp(M). In other words, if (ui)ren s a sequence of measures in
Pp(M) and p is another measure in P(M), then py, converges weakly in Pp(M) to p if
and only if

Wy (g, 1) — 0 as k — oo.

In order to state our main result, let us introduce the fluid point of view and the convergence
result for uniformly analytic initial data introduced by Grenier in [8].
We first recall the definition of spaces of analytic functions we use below.



Definition 1.4. Given § > 0 and a function g : T — R, we define

lgllzs =Y [g(k)[s1™,

keZ

where g(k) is the k-th Fourier coefficient of g. We define Bs as the space of functions g such
that ||g||B; < +o0.

We assume that, for all € € (0,1), goc(x,v) is a continuous function; following Grenier (8],
we write each initial condition as a “superposition of Dirac masses in velocity™

9078(337 U) = / pg,s(aj)év vo () d,u(G)
M

with M := R?, du(f) = 0d$7 where ¢4 is a normalizing constant (depending only on the
dimension d),
fhe = — (14 01" (e 0), of. =0,
This leads to the study of the behavior as ¢ — 0 for solutions to the multi-fluid pressureless
FEuler-Poisson system
Orpl + V- (pl ) =
op? —|—U Vvl = E
VxUE, (1.4)
—<€2AQ,U6 = fM p? du(0) —
plli=0 = pf e, vele=0 = g ..

One then checks that defining
gelt..0) = [ 021000 Au6)

provides a weak solution to (1.1).
The formal limit system, which is associated to the kinetic incompressible Euler system (1.3),
is the following multi fluid incompressible Euler system:

0o + V- (p%0) =0,
ol +0? V! = F
curl E =0, [rq Edx =0, (1.5)
Jpu 0% dp(0) = 1,
P’li=0 = p§, v%|1=0 = vf,

where the p§ are defined as the limits of pg’s (which are thus supposed to exist) and v§ = 6.
As before, one checks that defining

ﬂWM‘AﬂWWMwW@

gives a weak solution to the kinetic Euler incompressible system (1.3).
We are now in position to state the results of [8, Theorems 1.1.2, 1.1.3 and Remark 1 p.
369].



Proposition 1.5. Assume (go) is uniformly compactly supported in v and that there exist
09, C, > 0 such that

sup sup(1 +v%)|lgo. (- v)ll5,, < C,
€€(0,1) veR

/ goe(-,v)dv—1
R

poe=m(1+6%)goc(x,0), vh.=v"=0.

and that

< Ce.
Bs,

sup
€€(0,1)

Denote for all § € R,

Assume that for all 6 € R, pg’e has a limit in the sense of distributions and denote
0 . 0
= 1 .
Po ;_)0 pO,e
Then there exist 61 > 0 and T > 0 such that:

e foralle € (0,1), there is a unique solution (pf,v%)genrr of (1.4) with initial data (pgﬁe, ’Ugﬁ)geM,
such that p?,v? € C([0,T]; Bs,) for all € M and ¢ € (0, 1), with bounds that are uniform
me;

e there is a unique solution (p°,v%)gcnsr of (1.5) with initial data (pf,v8)ecnr, such that
p?, v € C([0,T]; Bs,) for all 6 € M;

e for all s € N, we have

1 it it
sup sup 162 = oy + 0f = Gde(ta)e? = dta)e ) = oy | a0 0
0eM te[0,T) {
(1.6)

where d4(t,x) are the correctors introduced to filter the so called “plasma oscillations”.
They are defined as the solution of

curl dy =0, div <8tdi + </ povop(do) - V) di) =0, (1.7)

eE4(0) +i§5(0)
2 b

divdy(0) = il_r)r(l) div (1.8)
where j€ := [ pgvsu(do).

Remark 1.6. If in (1.8), divdy(0) = 0, then the initial data are said to be well-prepared and
there are no plasma oscillations in the limit € — 0.

The main result of this paper is the following:

Theorem 1.7. Let v, &y, and Cy be positive constants. There exists a function o : (0,1] — R*,
with lim._,0 p(g) = 0 such that the following hold. Consider a sequence (foc) of non-negative
initial data in L' for (1.1) such that for all € € (0,1), satisfying the following assumptions.

o We have the uniform estimates

HfO,eHoo < CO; g(fO,e) < CO;



o The initial data are compactly supported in velocity:
f(),&(xav) - Zf |'U| > 577
o Assume the following decomposition:

fO,a = 90, + h0,57

where (goe) s a sequence of continuous functions with uniform compact support in v sat-
isfying

sup sup (1+ [v]*)]|goc(-,0) B, < Co,
e€(0,1) veR4

and admitting a limit gy in the sense of distributions. Furthemore, (ho.) is a sequence of
functions satisfying for all e > 0

Wa(foe, 90,e) = @(e).

For all e € (0,1), consider f-(t) a global weak solution of (1.1) with initial condition fo., in
the sense of Arsenev [1]. Define the filtered distribution function

Fetta,v) = fo(tao+ %(d+(t, vy —d_(t,x)e ) (1.9)

where (d+) are defined in (1.7). Then there exist T > 0 and g(t) a weak solution on [0,T] of
(1.3) with initial condition gy such that

lim sup Wi (fe(t),g(t)) = 0.
e=0¢¢l0,7]

Ezxplicitly, we can take

e in two dimensions, p(g) = exp [— exp (W%)}’ for some constant K >0, 5> 2;

e in three dimensions, p(g) = exp [— exp (m%)], for some constant K > 0.

Remark 1.8. Let us notice that in Theorem 1.7 we consider sequences of initial conditions with
compact support in velocity (yet, we allow the support to grow polynomially as € — 0). The
reason is that, in the spirit of [12], we rely on a Wasserstein stability estimate to control the
difference between the unperturbed analytic solution and the perturbed one. In dimensions 2 and
3, as we shall explain below, we need L>° bounds on the densities of both solutions. In order to
have such a bound on the L norm of the densities we need to control the support in velocity.
Such a condition was not required in our previous paper [12] since, in the 1D case, we could use
a “weak-strong” Wasserstein stability estimate and only a L* bound on the unperturbed solution
was needed.

Remark 1.9. In the opposite direction, we recall that in the one dimensional case there is a
negative result stating that an initial rate of convergence of the form p(e) = €° for any s > 0 is
not sufficient to ensure the convergence for positive times. This is the consequence of instability
mechanisms described in [9] and [11]. As a matter of fact, we expect that an analogue of this
result holds also in higher dimension.



2 Overview of the paper

The following of the paper is entirely devoted to the proof of Theorem 1.7. Let us describe the

main steps that are needed to achieve this convergence result.

1. We first revisit Loeper’s Wasserstein stability estimates [14] on the torus T¢ and with
quasineutral scaling, which allows us to control Wa(f1, f2), where fi and fo are two given
solutions of (1.1) in terms of the initial distance Wa(f1(0), f2(0)) and of the L* norm of
the densities p; = [pq f1 dv and pa = [p4 f2 dv. This first step is performed in Section 3.1.

2. In the one dimensional case studied in our previous work [12] we had a “weak-strong”
type stability estimate; as a consequence a control of the L° norm of the density of the
perturbed solution f. (following the notations of Theorem 1.7) was not required.

In the higher dimensional case under study, such an estimate is needed. To achieve this, we
give quantitative estimates of the growth of the support in velocity for solutions of (1.1).
We separate the 2 and the 3-dimensional case since different tools are involved.

While in the two dimensional case studied in Section 3.2 only elementary considerations
are needed, in the three dimensional case, we shall use a more involved bootstrap argument
due to Batt and Rein [2], see Section 3.3.

3. We finally conclude in Section 4 by combining the results of the two previous steps and

Grenier’s convergence result stated in Proposition 1.5.

3 Proofs of Steps 1 and 2

3.1 W, stability estimate

We start by giving the relevant Wy stability estimate, adapting from the work of Loeper [14].

Theorem 3.1. Let f1, fa be two weak solutions of the Vlasov-Poisson system (1.1), and set

p1 1=/ fidv, p2 =/ fadv.
R4 R4
Define the function

1 /2] lpa(t) = 1| oo pa
A®) = |1+ IOl ey [max o1 Ollmgoey loalscra}] | + 0,

(3.1)

and assume that A(t) € LY([0,T]) for some T > 0. Also, set

Filz) = 16d es(wa) ee[-Cofs AW ds] vy e (0,d], t € [0, 7). (3.2)

Then there exists a dimensional constant Cy > 1 such that, if Wa(f1(0), f2(0)) < d, then for all
te (0,717,

EWa(f1(0), f200))]  if FrWa(f1(0), f2(0))] < d,

Wa(h(8), 2(8) < { d eCo Jy Als) ds if Fr(Wa(f1(0), f2(0))] > d. (3:3)



Proof of Theorem 3.1. Before starting the proof we recall two important estimates that follow
immediately from [14, Theorem 2.7] and the analogue of [14, Lemma 3.1] on the torus (notice
that |z — y| < V/d for all z,y € T9):

Lemma 3.2. Let ¥, : T = R solve
—2AW; = p; — 1, i=1,2.
Then
9 1/2
2|V — Vs | ey < [max{ o ey, o2l } | Walor, p2),

Vd .
—y!) lpi = Ulpeoqray  Va,y €T i=1,2.

|z

To prove Theorem 3.1, we define the quantity

4
IV () - VTi(y)] < Oz — ] log(

1
) = / [Yi(t, S1(5)) — Yalt, Sa(s)[? ds

where

S1, 89 ¢ [0 1] — T x R?

are measurable maps such that (S;)xds = f;(0) and

Wa(f1(0 / |S1(s) — Sa(s)|* ds,
while Y; = (X;, V;) solve the ODE

Xi = ‘/;7
Vi = —V¥(t, X;)

with the initial condition Y;(0,z,v) = (z,v).
Thus, thanks to [14, Corollary 3.3] it follows that f;(t) = Y;(t)xfi(0) = [Yi(t, S;)]xds.
Then we compute

1d

590 = /Ol[Xl(t, S1) — Xa(t, S2)] [Va(t, S1) — Va(t, S2)] ds

+ /Ol[vl (t, 51) — Vg(t, SQ)] [V\I/l (t, Xl(t, Sl)) — VU, (t, XQ(t, SQ))] ds

By Cauchy-Schwarz inequality, we have

iaQ \// ’Xl t Sl) Xg(t S2 ’2d8\// |V1 t Sl) Vg(t SQ)’QdS

1 1 9
+ \// ’V1<t, Sl> — Vg(t,SQ)‘QdS\// ‘V‘Ifl (t,Xl(t,Sl)) — V\Ifg(t,XQ(t, SQ))‘ ds
0 0

< Qt) + \/Q(t)\//ol}vqfl(t, X1(t,S1)) — VI (¢, Xa(t, SQ))}st

+ Q(t)\//01|V\I!1(t,X2(t, SQ)) — VU, (t,Xg(t,Sg))‘QdS.



Using the definition of the push-forward, we finally get

1
Lo < Q) + M\/ /0 [V (£, X2 (t,51)) = Vs (£, Xo(t, S2) | ds

+ \/Q(t)\//TdXRd VU, (t,x) — VUs(t, z)|? fa(t, z,v) dx dv

< Q)+ \/@\//Ol\v\pl(t, X1(t,51)) — VU, (¢, Xa(t, S2))|* ds

+ Hm(t)HLoo(W)\/@(t)\/ L 1931(t.2) = Vst ) o

We now apply Lemma 3.2 to the last two terms and we bound them respectively by

l1(t) = 1] oo 1 =
C 1 22 = )\/W\//o | X1(t, 51) _XQ(t’SQ)ElogQ(‘Xﬂt,Sl) —X2(tvs2)‘> -

6%\/ 1p2(E)|l Lo (Tay [max{||p1(t)||Loo(Td), HPZ(t)HLOO(’]I‘d)}} v Wa(p1(t), p2(1)).

Since Wa(p1(t), p2(t)) < \/Q(t) (see for instance [14, Lemma 3.6]) we conclude that

3500 < |14 55\l [max{llo Oll oo oo Ollecen}] | 00

lp1(8) = 1l oo re 1 o
rOT “”@\//o \Xl(t,&)—X2(t752>!21°g2(\xl<t,51>—X2<t,sz>{>ds'

and

Noticing that | X1(t,51) — Xa(t,S2)| < V/d (since X1 and X3 are points on the torus) and

4d 1 16d
10g<{> = 5 10g<22> Vz> 0,

1
/ ‘Xl(t, Sl) — Xg(t, SQ)}2 log2<
0

we get

4Vd
’Xl(t, Sl) - X2(t7 S2)‘> s

1 1
= 4/ | X1(t, S1) — Xat, 52)‘2108;2(
0

ds
| X1 (¢, 1) — Xalt, 52>\2)

_ i/olg(s) logQ(;?SC)l> ds,

where we set g(s) := }Xl(t, S1) — Xa(t, 5'2)‘2.
Hence, since the function

zlog2 (M) for 0 < z < d,

z

3.4
dlog?(16)  for z > d, (3:4)

z+— H(z) ::{



is concave and increasing, recalling that ¢ < d and applying Jensen’s inequality to H we get

33500 = |14 55Tl [max{llr Oll s~ Ioa@lecen}] | 200

— 1l 7 oo /ma 1
CHPl(t) 82||L (T)m\/}[</o g(s)d8>

< <1+€12 1p2(t) | oo (pay [max{Hm(t)HLoo('ﬂ‘d), ‘PQ(t)HLm('er)}}l/?) Q(t)
||/?1 1||L°° (T4) \/7\/7

where for the last inequality we used that fo s)ds < Q(t).
In particular, recalling the definition of A(¢) in (3.1), by (3.4) we deduce that there exists a
dimensional constant Cy > 0 such that

%Q(t) < Co A Ot )log<2;zg) as long as Q(t) < d, (3.5)
while p
L0 < CAMQE)  when Q) > (36)
In particular, assuming Q(0) < d, by (3.5) we get
Q(t) < 1645 %68) Pl A E] _ pro) (3.7)

as long as Q(t) < d, which is the case in particular if F}[Q(0)] < d. On the other hand, if there
is some time ¢y such that Fy,[Q(0)] = d, since Q(to) < Fy,[Q(0)] by (3.6) we get

t
Q(t) S deC() ‘[;50 A(S) ds S deCO fot A(S) ds for t 2 tO' (38)

Noticing that F} is monotone in ¢, we deduce in particular that if Fr[Q(0)] < d and Q(0) < d
then (3.7) holds, while if F[Q(0)] > d and Q(0) < d then one can simply apply (3.8). Finally,
if Q(0) > d then we apply (3.6) to get

Q(t) < Q(O) £Co fg A(s)ds
Combining these three estimates and recalling that Q(0) = Wa(f1(0), f2(0))? while Q(t) >
Wa(f1(t), f2(t))?, this concludes the proof. O
3.2 Control of the growth of the support in velocity in 2D

In this section, d = 2. Our goal is to obtain estimates on the growth in time of the support in
velocity. This allows us to get bounds for the L> norms of the local densities on some interval of
time [0, 7). Recall that in the end, they will be used to apply the Wasserstein stability estimates
proved in Section 3.1.

For f. a solution of (1.1), define

Vo(t) :=sup {|v| : v € R? Iz € T?, f.(t,z,v) > 0}.

The key point of this Section is the following Proposition.

10



Proposition 3.3. Suppose that
150l < Co [ (1o +UL00.)) (0.2, 0) dvdo < G

Assume that V-(0) < Cy/e?, for some v > 0. Let T > 0 be fized. For all B > 2, there is Cg > 0,
such that we have for all € € (0,1) and all t € [0,T7],

Vo(t) < Cg/emaifot, (3.9)
Therefore, for all B > 2, there is C > 0, such that, for all e € (0,1) and all t € [0,T],

Ipelloo < Cfy/e®mxt83, (3.10)

In order to prove this Proposition, we shall use for convenience the change of variables

(t,z,v) — (L, 2, v). This leads us to consider, the following Vlasov-Poisson system, for (z,v) €

el e’
1T2 x R%:
0t9e +v-Vage + F: - Vyge =0,
Fa = _vzq)av
A, 0. = f]R2 ge dv — fl'I[QXRQ ge dvdz, (3.11)
gelt=0 = go > 0,
Jig2 g2 9o, ddv = 6%

e ::/ ge dv
RQ
t

1
V(t) :==sup {]v|, veER? Iz ETQ,ge(t,x,v) > O} = Va<€> (3.12)

We shall denote

and define for all ¢ > 0,

In the following, for brevity, the notation LP, for p € [1,4o00], will stand for LP (%']I‘2 X RQ) or
L? (é']IQ), depending on the context.

The main goal is now to prove the following Proposition, from which it is straightforward to
deduce Proposition 3.3 by applying the result for ¢t = %

Proposition 3.4. Let § > 0. Let Cy > 0 such that for all e € (0,1),

C
o Olloe < Co, [ (1o + 8.(0.2)) gu(0) o < . (3.13)
12 R2 g

€

Then for all o € (0,1), there exist Cy, Cl, > 0 such that for all e € (0,1), and all t > 0,

1/(1-a)
V(t) < (€§i1t+ (1+ V(O))I—C“) —1. (3.14)

We will use the following standard property of conservation of LP norms and energy for

solutions to the Vlasov-Poisson system in the sense of Arsenev:

Lemma 3.5. For allt > 0, we have

C
loe(le < Cov [ (o + eltin))gu(0) dudo < 5. (3.15)
12 R2 £

€

11



We also rely on the following Lemma about the Green kernel of the Laplacian on %’HQ

(obtained from standard results on the Green kernel of the Laplacian on T?, after rescaling).

We refer for instance to Caglioti and Marchioro [5].

Lemma 3.6. There exists Ko € C*°(T?;R?) such that, denoting

I
2 |z)?

K. (x) + eKo(ex),
we have for all x € [—1/e,1/¢]?,

rw= [ Kb -1

The key ingredient is the following Lemma, in which we obtain some appropriate .°° bound

for the electric field, which allows us to control the growth of the support in velocity.

Lemma 3.7. We have the following bounds.

1. There is a constant Cy > 0 such that for all € € (0,1), and all t > 0,
C]_ 2
el < L @l < V()

2. There is a constant Cy > 0 such that for all € € (0,1), and all t >0,

1/2
Mw»mw§@<uj@%jrw%w >.

3. For any o > 0, there is a constant Cy, such that for all 0 < t' <,

V) < V(E)+ ﬁ[ (1+ V(s))* ds.

(3.16)

(3.17)

(3.18)

Proof of Lemma 3.7. In this proof, C' > 0 will stand for an universal constant that may change

from line to line.

1. By the following interpolation argument, we have for all R > 0

1
N :/ gEdU:/ ggdv+/ gedv < ||g€|looR2+R2/ lv|%ge dv,
R2 [v|<R [v|>R R2

so by optimizing with respect to R we deduce that there is a C' > 0 such that for all

t>0,2€1T?
1/2
\mw@sc(/%wawwwﬁ

By (3.15), we deduce the first estimate of (3.16).

For what concerns the IL°° estimate for 7., it is a plain consequence of the definition of

V(t), which controls the support in velocity.
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2. By Lemma 3.6, there holds for all t > 0,z € [~1/¢,1/¢]?,

1 1
Fl(tx) < — — n.(t, 2" — 1| dx’ K -1 .
'“’”—2wflmmpuxﬂ%“x) |da’ + & Kolloo | (me = D)l

We observe that, since ||(n: — 1)”]141(%']1'2) < HT]EH]Ll(%TQ) + HIHLI(%'H‘Z) =3,

C
el Kollel (7 = Dl < -

Let R > 0 to be fixed later. We have, using the Cauchy-Schwarz inequality,

1
/[_ ﬁ\ng(t,x/)—ﬂdx/

e 1/e2 T — T

1 1
— / | R |LE a,:/’ |77<5(t7 "B/) - 1’ dx/ +/ ‘>R W|T/E(t, ‘,1:/) o 1’ d[,U/
vmall< B z—az'|> -

1/2
1 1
< OR(lncl + 1)+ (ncdue + 1) { | e
€ |2'|>R, 2’ €[—1/e,1/€]? ’37 ’

1 c\'?
< ORIl + 1)+ (Il + 1) (16 5)

We choose R = m, which yields,

1 1 1/2
IFe <€ (1 (s + 1) (log 20+ Inli)) )

Using Point 1., we obtain the claimed estimate.

3. Let « > 0. Let 0 < ¢ < ¢t and let (z,v) such that g.(t,z,v) # 0. Introduce the
characteristics (X (s,t',z,v),£(s, s,x,v)) satisfying for s > ¢’ for the system of ODEs

d
—X(s,t,x,0) =&(s, ¥ 2,0), X, x,0)=ux,
ds
; (3.19)
d—g(s,t’,x,v) =F.(s, X (s,t,2,0)), &, 2,0)=nw.
s

‘We have .

Et,t m,v) :v+/ F.(s,X(s,t,z,v))ds.

t/
Therefore, we have, using Point 2.,

t
I€](t, 2, v) < |l +/ |Fe|(s, X (s,t',2,v))ds
t/

< |v!+i2/t/t <1+ [logi(1+V(s))] 1/2) ds.

Since g, satisfies (3.11), it is thus constant along the characteristics (3.19), and we have

g&‘(ta X(t,tl,flf,’l)),f(t,t/, CU, U)) - g&‘(tlvxu 'U).

13



By definition of V(¢) and V(t'), we obtain

t /2
V(t) < V() +C2// <1+ [logi(l—kV(s))]l ) ds.

€
In order to get the polynomial bound on V (t), let r, > 0 such that for all x > 1,
(log )'/% < 1 + roa®.

We thus get

Co(2 + 74 t o
O [ v

which proves our claim, taking C, := C(2 4 r,,).

V)< V({E)+

Equipped with this result, we can finally proceed with the proof of Proposition 3.4.

Proof of Proposition 3.4. We begin by observing that dividing by 1/(¢t — t') in both sides of
(3.18) and letting ¢ — ¢ we deduce that

d Ca
dtv( ) elta

(1+ V(£)>. (3.20)

We will obtain the claimed bound by a comparison principle. To this end, introduce a small
parameter > 0 and define

1

W,(t) := (2[Ca il za), (1+V(0) + u)1°‘> o

5a+1

By construction, it satisfies for ¢ > 0

d Ca +,uW

SWa() = W (3.21)

and

W, (0) = 1+ V(0) + pu > 1+ V(0).
We claim that W, (t) > 1+ V() for all ¢. Indeed, let

=inf{t >0 : W,(t) <1+ V(t)},

and assume by contradiction that ¢y < +o00. Notice that because pu > 0 we have ¢ty > 0. Then
by continuity at the time ¢ty we get

Wy(to) =14 V(to).

By (3.20) and (3.21), we have

L W - Dy < L@ v - S W o
<~ FraWalto)* < 0.

14



This is a contradiction with the definition of #,.
Hence we obtained that for all ;4 > 0 and all ¢t > 0,

1+ V(t) < W,(b).

By taking the limit ;4 — 0, one finally gets for all all £ > 0

1

all=a), 4 (g4 V(O))l_a> o

1+ V() < ( o

which proves the Proposition. ]

3.3 Control of the growth of the support in velocity in 3D using Batt and
Rein’s estimates

In this section, we deal with the case d = 3. We consider as before, for f. a solution of (1.1),
Vz(t) := sup {]v\, veR3 Iz e T3 fu(t,z,v) > O} .
We have in 3D the analogue of the key Proposition 3.3 in 2D.

Proposition 3.8. Suppose that
150l < Co [ (1o +U0.)) (0.2, 0) dv o < G

Assume that V-(0) < Cy/e7, for some v > 0. Let T > 0 be fized. There is C' > 0, such that we
have for all e € (0,1) and all t € [0,T],

C/
Ve(t) < Cmax{38/37} (3.22)

Then o
lpelloo < sy (3.23)

Note that this result involves exponents which are “more degenerate” than in the 2-D case.
We shall prove this result as an application of the estimates obtained by Batt and Rein in [2].
The result of [2] is an adaptation to the case of the torus T? of the fundamental contribution
of Pfaffelmoser [17] (see also 18, 13]), which allowed to build global classical solutions of the
Vlasov-Poisson system in R3 x R3. In R? x R3, it may be possible to get better estimates than
(3.22) (i.e. with smaller exponents) by using dispersive effects, see [17, 18, 13| and more recently
[16].

In order to prove this Proposition, we shall use the change of variables (t,z,v) (é, Z,0).

This leads us to consider, the following Vlasov-Poisson system, for (z,v) € é’JI‘3 x R3:

0tge +v-Vyge + F. - Vyg. =0,
Fa = _qu)av
_qu)a = fR:i 9e dv — fljl‘3><R3 e dv d.’l?,

1
Geli=0 = 9oe = 0, fl’]I‘SXRS gocdrdv = =E

(3.24)
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We shall denote as in the 2D case

Te 5:/ ge dv,
R3

1
V(t) := sup {|v|, veR3 Iz e E'H‘S,gs(t,x,v) > O} . (3.25)

and define for all ¢ > 0,

As before, in what follows we use the notation P, for p € [1, +o0], will stand for LP (%Tg' x R3)
or LP (%’]I‘g’), depending on the context.

The main goal is now to prove the following Proposition, from which we deduce Proposition

3.8 by choosing t = £

c "

Proposition 3.9. Suppose that

1 f(0) || < Co, / (|v|2 + <I>a(0,x)>fa(0,x,v) dvdz < Cp.
173 «R3

Let v > 0. Let Cy > 0 such that for all € € (0,1),
V(o) < 20, (3.26)

Then there exists C1 > 0 that for all e € (0,1), and all t € [0, T,

Proof of Proposition 3.9. Consider the usual notations for characteristics of (3.19) and intro-
duce, as in [2],

ha(t) == sup{||ne(s)|lp=, 0 < s <t} +1,

1
ha(t) = sup{|¢(s, 7,0, v) —v], 0 < 5,7 <t (2,0) € “T* x R°}.

We look for a bound on hgy, which will imply the control on V' (¢). To this end, we crucially rely
on the key bootstrap result in the paper of Batt and Rein [2]|, which we recall in the form of a
lemma for the reader’s convenience.

Lemma 3.10 (Batt, Rein). Assume that there is C* > 0 and > 0 such that
ha(t) < Cotha (1)°

then for some universal constant C > 0 (that hereafter may change from line to line),

1 1
ho(t) < Ct(c*4/3h§5/3(t) + 5 <h}/6(t) + c) ) (3.28)

if hy(t)~P/% < t.
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By using [2, Eq. (5), Section 4, p.414], there is C' > 0 independent of & such that for all
e>0andt >0,
ho(t) < Cthy(t)Y/°. (3.29)

We deduce from Lemma 3.10 and (3.28) that

C . _
ho(t) < 5—3th1(t)8/27, if hy(8)729 < t.

Using (3.28) twice, we finally obtain
C
ha(t) < —;thy ()80, if hy(t) =Y <t
€
and since % < %, we get

hg(t) < ¢

< 816/3thl(t)1/6, if hy(8)78/81 <,

Using the straightforward bound
h(t) < C(V(0) + ha(t))?,

we deduce that for all € € (0,1) and ¢ > 0,

c, 1 1/2
ha(t) < 75t <87 + @(t)) :

if hy(t)~8/81 <t. On the other hand, if hi(t)~8/8' > ¢ then,

1
hl(t) < W’

and thus, by (3.29), we get
ho(t) < Ct~7/2,

We conclude that for all € € (0,1) and ¢ > 0,

1 (1 V2
hg(t) SCmaX{slT/gt <€7+h2(t)> ,t_ / }7

which yields, taking ¢t =T,

2
hz(T)SmaX{l G +\/ G gy O ,T‘7/2}.

2 | 232/3 £64/3 £32/3+

Therefore, for t € [0,T] we get

Cy (O 012 Cy Co —7/2
V(t)ﬁmax{gv—l— _832/3+\/564/3T4+4532/3+’y 787+T )

which proves Proposition 3.9. O
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4 Proof of Theorem 1.7

We prove the main Theorem by a perturbation argument, relying on the Wasserstein stability
estimates of Theorem 3.1.
Before that, we first state a Lemma about the effect of xz-dependent translations in the

velocity variable on the W7 distance.

Lemma 4.1. Let i, v be probability measures on P1(T? xR?) and let ji, 7 be probability measures
on P1(T? x RY) defined as follows:

< iy d(x,v) >=< p, d(z,v — C(x)) > for all ¢ € Lip(T? x RY);

<, p(x,v) >:=<v,p(x,v — C(x)) > for all ¢ € Lip (T x RY).

Then

Wi, 7) < (14 || DyC||poe) Wi, v) where D, C = (9,,C;(x)) (4.1)

0<i,j<d’

Proof. By the Kantorovich duality we have the following expression:

Wi(@,v) = H ﬁu.p<1 [/(p(a:,v + C(x))d p(x) — p(x,v+ C(x))dv(z)|.

Let us denote ¢(x,v) = p(z,v + C(x)) and computing the gradient of 1) we deduce that
[llzip < (14 [[1D2Cllree ) @llzip < (1+ [DaCl o)
from which we obtain (4.1). O

We can now proceed with the proof of Theorem 1.7. Let fo ., go., ho satisfy the hypotheses
of Theorem 1.7. Using the same notations of the statement, we want to show that for some
T >0,

lim sup Wi(fa(t),g(t)) = 0.
£=0¢elo,1)

In analogy with the definition of f; we define

geltr.0) = [ 016 msp() 0

and

ge(t,x,v) = /M ,oﬁ (t, x)évzvg(t,x)+cg(t,r) dp(0)

where C.(t,z) := —%(d+(t,x)ei’t — d_(t,x)e_i?t),
We now prove the following estimate:

Wi(fe, 9) < WiF, Ge) + W(3e, 9)- (4.2)

We first consider the second term in the right hand side. The uniform convergence to 0 follows
from Proposition 1.5, and the Sobolev embedding theorem. We have indeed for some 7' > 0, for
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all t € [0, T):

Wi(g=(t),9(t)) = sup (g — g, )
lllLip<1

{/T/ P2t 2)p(a, vl (t @) + Ce(t ) — o (t w)p(w, 0" (t, ) du(9) dx}

IIwHLlp<1

" lolmer {/w/ PL(t,2) (p(a, o2 (t ) + Ce(t, 2)) — pla, v (¢, 2)) dps(6) dx}

||@SE§<1{/W/ (oE(t,) = (1, ))W(xava(t,x))du(é’)dx}.

Thus, we deduce the estimate

Wi(g(t),g(t)) < sup sup Hpg\loo\lwllmp/ [l (t,2) + Ce(t, ) = *(t, 7)o dpu(6)
||¢||Lip§186(0,1),96/\/[ M

+ sup /||P§P9||oodﬂ(9)||90||Lip <1/2+68uﬁllvg(ta$)|!oo>
S

llellLip<1

IIsDHLlp<1 {/deR/ Pt x) = p’(t, 2))p(0,0) du(6) dm}.

We notice that the last term is equal to 0 since for all ¢ > 0,

/Jl‘d /M pl(t,z) dp(0) dx = /'Jl‘d //vt p2(t, ) dp(0) dx =

by conservation of the total mass. Considering the supremum in time, we see that the other two
terms converge to 0, using (1.6), so that we get

lim sup Wi(g.,g) =0.
e=0¢el0,1)

We thus focus on the first term of the right hand side of (4.2). First we use Lemma 4.1 to see
that

Wl(ﬁ:vga) < (1 + HDxCS(tra:)HLOO) Wl(f€7g&‘)'
Observe from the definition of the corrector C., there is Cp > 0 independent from e such that
for all t € [0,T],
D2 Ce(t, )|l < Cr.

We therefore have to study Wi(f., ge). We first use the rough bound
Wl(f€7g€) S WQ(faagE)a

then use Theorem 3.1 to get the estimate

€ 1
sup Wa(fe,g:) < 16d exp {10g (90( )) exp [—COT2 (1 + ol oo o,y L5y + \Pga||Loo([o,T];Lgo)>] } 7
t€[0,7] 16d €

:/ fedv, ng:/ pgdu(ﬁ)-
R4 M

Recalling (1.6), we have for some C' > 0 independent of ¢ that

where

||Pgs||Loo([o,T};Lgo) <C.

For what concerns py. we apply
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e in two dimensions, (3.10) in Proposition 3.3 to infer that for all § > 2, there is some
Cg > 0 independent of € such that

Cs
l[pelloc < omax{a)

e in three dimensions, (3.23) in Proposition 3.8 to infer that for some C' > 0 independent of

h that
¢ such tha c

l[pelloc < omax{38,39]
We deduce that choosing

e in two dimensions, ¢(¢) = exp [— exp (W%)}, for some constant K > 0;

e in three dimensions, ¢(g) = exp [— exp (%mx%ﬂ’ for some constant K > 0,
up to take a smaller time interval of convergence [0, 7],

lim sup Wa(f.,g:) =0.
e=0cj0,7)

We conclude that

lim sup Wi(fs,9) =0
e=04e0,17

and the proof of Theorem 1.7 is complete.
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